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A syllable monitoring task was used to examine the nature of the phonological represen-
tation of words in the lexicon. In the first experiment subjects tended to accept a match
between the target syllable and the word when the vowel of the target syllable was of full
value while the vowel of the word was a reduced vowel. Thus the reduced vowel was
accepted as a full vowel as determined by the orthography of the word. The second ex-
periment also provided evidence that the phonological representation involved in per-
forming the task was orthographically influenced. The orthographic syllabic structure of
the word appeared to have an effect on reaction times. The results are discussed in terms
of the nature of phonological representation and the possible implications for the lexical

representation of pronunciation and spelling. © 1985 Academic Press, Inc.

In order for a speech signal to be recog-
nized and understood, the encoded signal
must be decoded in some way. There are at
least three different levels of decoding that
are possible: acoustic, phonetic, and pho-
nemic (phonological). In addition to these
levels of coding, there are various different
possibilities regarding the amount of signal
that is decoded at any one time. The pos-
sibilities range from single phones or pho-
nemes through to syllables, whole words,
and sentoids (Mehler, Dommergues,
Frauenfelder, & Segui, 1981). The concern
of this paper, however, lies more with the
levels of coding in speech perception than
in the size of the perceptual unit.

Foss and Blank (1980) have suggested
that whether decoding takes place at a pho-
netic or a phonological level depends upon
whether lexical access has taken place or
not. Preaccess effects are seen as phonetic;
post-lexical effects are seen as phonological
(the Dual Code hypothesis).! The rationale
for this proposal is that phoneme moni-
toring times are the same regardless of the
frequency of the word in which the pho-
neme is contained or of the lexical status of
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U A similar idea was put forward by Newman and
Dell (1978) and Cutler and Norris (1979).
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the phoneme-bearing item (word or non-
word). On the other hand, phonemes con-
tained in words which can be predicted
from the preceding context are detected
more quickly than those contained in un-
predictable words. Foss and Blank con-
clude from this that when there is sufficient
top-down information to allow lexical ac-
cess without complete phonetic informa-
tion being available, the response can be
made on the basis of information stored
within the lexical entry, specifically, pho-
nological information. When there are neg-
ligible top-down cues available the re-
sponse must be made on the basis of pre-
lexical information, specifically, phonetic
information.

While the data presented by Foss and
Blank certainly support the prelexical/post-
lexical distinction, the concomitant pho-
netic/phonological distinction seems to be
merely conjecture. In fact the use of the
terms ‘‘phonetic’” and ‘‘phonological’” in
this context is not clearly specified. The
phonetic representation is described by
Foss and Blank as a linguistic code that is
constructed from the acoustic signal. How-
ever, for subjects to detect that the /t/ of
/tal occurs at the beginning of both /ti:tfar/
and /tu:tar/, the allophonic variation that
exists between the three /t/’s must be ig-
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nored. Thus the term ‘‘phonetic’’ refers
here to a level where allophones are not
treated as separate entities and is therefore
more abstract than its traditional descrip-
tion (e.g., Lyons, 1968).

Of more importance to the concerns of
this paper is what is meant by ‘‘phonolog-
ical.”” Foss and Blank describe the phono-
logical representation as an abstract code
stored in the lexicon, but they do not ex-
pand on what they mean by the term ‘‘ab-
stract.” Is the representation a morphopho-
nemic one as suggested by Chomsky and
Halle (1968) or is it closer to the surface
phonemic representation (e.g., Linell,
1979)?

While the issue of phonological represen-
tation in the lexicon has been the subject of
much linguistic research, it has received
very little attention in the empirical, psy-
cholinguistic domain. It has simply been
said that a phonological representation of a
word is made available once the lexical
entry for that word has been accessed, ei-
ther on a phonetic basis (e.g., Foss &
Blank, 1980) or on a visual basis (e.g.,
Kleiman, 1975; Coltheart, 1980)—the spe-
cific nature of this phonological represen-
tation has been largely ignored. The sup-
position seems to have been that the rep-
resentation is simply a “‘silent’” version of
the pronunciation of the word (i.e., a sur-
face phonemic representation).

However, an alternative possibility is of-
fered by generative phonologists (e.g.,
Chomsky & Halle, 1968) where the lexical
representation is seen as being morphopho-
nemic. By this account, morphologically
related words share the same abstract un-
derlying phonemic representation from
which their surface phonemic representa-
tions are generated by rule application. For
example, while the surface phonemic rep-
resentation of METALLIC is /matzlik/, the
underlying morphophonemic representa-
tion includes the full vowel /E€/ rather than
a reduced vowel /o/, since the /€/ manifests
itself in the surface phonemic representa-
tion of the related word METAL (i.e.,
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/mEtal/). Similarly, the underlying morpho-
phonemic representation of MUSCLE in-
cludes a /k/ because this sound appears at
the surface in the related word MUS-
CULAR. It should be noted here that the
orthography of a word is seen by Chomsky
and Halle as often reflecting the morpho-
phonemic representation of that word, but
does not itself influence the morphopho-
nemic representation. Thus the morpho-
phonemic form of WHISTLE does not con-
tain a /t/ (even though there is a T in the
orthography), since there are no morpho-
logically related words where /t/ is pro-
nounced at the surface level.

The aim of the first experiment to be re-
ported was to examine the nature of the
postaccess (i.e., lexical) representation that
is used when a decision is to be made about
the phonology of a word. Is this represen-
tation morphophonemic, surface pho-
nemic, or something else?

EXPERIMENT 1

The task employed in this experiment
was a monitoring task whereby subjects
were required to determine whether or not
a particular string of phonemes appeared in
an aurally presented word. A similar task
has been employed by Mehler, et al., (1981)
and Segui, Frauenfelder, and Mehler
(1981).

Segui et al. have demonstrated that this
syllable detection task taps a prelexical
stage of processing, under conditions
where the target syllables only ever appear
at the beginning of the words. They found
that lexical status (word or nonword) did
not affect syllable detection times. Mehler
et al., however, note that if target syllables
can appear anywhere in the words then it
is likely that the task will tap postlexical
processing. If this is so, then one can ex-
amine the nature of the postaccess phono-
logical code by having subjects monitor for
a designated syllable anywhere in the word.

If it is the case that the phonological rep-
resentation is morphophonemic, and if sub-
Jects perform the syllable monitoring task
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at this level (rather than at a surface pho-
nemic level generated by rule from the mor-
phophonemic representation), then one
might expect that subjects would incor-
rectly detect a syllable that occurs in the
morphophonemic representation of a word
but not in its surface phonemic represen-
tation.

For example, the morphophonemic rep-
resentation of the word /haraizen/ (i.e.,
HORIZON) begins with /hor/ rather than
the actual surface form /har/, because /hor/
occurs in the related word /horazontal/ (i.e.,
HORIZONTAL). Therefore, if subjects are
required to say whether the phoneme string
/har/ is heard at the beginning of the word
/haraizon/, they may incorrectly say ‘‘yes’’
(or perhaps take a long time to say ‘‘no’’)
should they be performing the task at the
morphophonemic level. On the other hand,
they ought to find it casy to say that /heer/
does not occur at the beginning of
/horarzon/. Similarly, subjects should en-
counter difficulty in saying that /v&l/ is not
heard at the beginning of /volidoti:/ (i.e.,
VALIDITY), but should find it easy to
make the same response to /vol/. If, on the
other hand, the task is performed at the sur-
face phonemic level, then there should be
no difference in the ease with which /hor/
and /heer/ are detected as not occurring
at the beginning of /haraizen/, and with
which /vel/ and /vol/ are detected as not
occurring at the beginning of /validati:/.

However, data that would support the
idea of a morphophonemic representation
based on the aforementioned type of item
would be open to an alternative interpre-
tation. This alternative possibility is that
the task may be influenced by the orthog-
raphy of the word, even though the subjects
are required to make a deciston about the
pronunciation of the word. Seidenberg and
Tanenhaus (1979) and Tanenhaus, Flanigan,
and Seidenberg (1980) have presented evi-
dence to support the idea that orthography
can play a role in an ostensibly phonetic
task. For example, subjects were required
to determine whether a pair of words
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rhymed or not and it was found that
rhyming pairs that were orthographically
different (e.g., TURN LEARN) took longer
to respond to than rhyming pairs that were
orthographically similar (e.g., TURN
BURN). Thus, despite the phonetic nature
of the task there was a clear orthographic
influence.

In order to differentiate between the mor-
phophonemic view and the orthographic
view, a second group of items was used in
the present task. These items were similar
to the other ones, except that the full value
of the reduced vowel could not be deter-
mined on the basis of morphemic alterna-
tions. The only way that the full value of
the reduced vowel could be known in these
cases would be from the orthography. For
example, there is no word related to
/lagu:n/ (i.e., LAGOON) that would sug-
gest that its morphophonemic representa-
tion should begin with /leg/. Therefore, the
morphophonemic representation of /logu:n/
should, according to Chomsky and Halle,
begin with /lag/. So if subjects are per-
forming the syllable detection task at a mor-
phophonemic level, uninfluenced by or-
thography, they should be able to say that
/leg/ does not occur at the beginning of
/lagu:n/ with the same ease with which they
can say that /log/ does not occur at the be-
ginning of /logu:n/. If on the other hand,
these sorts of items show the same pattern
of results as the other sort (i.e., where mor-
phologically related forms give a clue to the
full value of the vowel), then the conclusion
must be that the level at which subjects are
performing the task is influenced by or-
thography.

Method

Subjects. Six subjects were used in each
of two groups, making 12 subjects in all.
They were all undergraduate students at the
University of New South Wales.

Materials. Two groups of 30 words re-
corded on audiotape were used as experi-
mental items. The first vowel of each of
these words was the reduced vowel /a/.
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Each word was preceded by a target pho-
neme string which consisted of the first two
consonants of the word surrounding a
vowel of full value. This vowel was either
consistent with the spelling of the reduced
vowel (e.g., /vel/ /validati:/, 1.e., VAL VA-
LIDITY) or inconsistent (e.g., /val/
/validats:/, i.e., VOL VALIDITY). In the
first group of items (the M group), the full
value of the reduced vowel could be deter-
mined from morphologically related forms
(e.g., from the /val/ of /valad/, i.e.,
VALID). For the other group (the O group)
orthography was the only indicator of the
full vowel (e.g., /lagu:n/, i.e., LAGOON).

The experiment was designed in such a
way that no subject received the same word
under both target conditions (i.e., ‘‘consis-
tent’” and ‘‘inconsistent’’). One group of
subjects heard, for example, VAL VA-
LIDITY (‘‘consistent’’) and HAR HO-
RIZON (““inconsistent’’), while a second
group of subjects heard VOL VALIDITY
(“‘inconsistent”’) and HOR HORIZON
(*‘consistent’’). Thus there were two sepa-
rate tapes used, one for each group of sub-
jects, each tape having 15 items in each of
the four experimental conditions (M con-
sistent, M inconsistent, O consistent, O in-
consistent).

In addition to these 60 experimental
items (which are presented in the Ap-
pendix) there were 90 distractor items.
Sixty of these required a “‘yes’’ response
(i.e., the phoneme string did occur in the
following word). The target sound occurred
at the beginning of 30 of these items (e.g.,
/dom/ /domanert/, i.e., DOM DOMINATE),
at the end of 15 of them (e.g., /tik/ /plaestik/,
i.e., TIC PLASTIC), and in the middle of
15 of them (e.g., /r€n/ /parEnbasas/, i.e.,
REN PARENTHESIS). The remaining 30
distractor items required a ‘‘no’” response
(as did the experimental items), and were
clear cases where the target did not appear
anywhere in the word (e.g., /tol/ /elokert/,
i.e., TOL ALLOCATE; /dig/ /dogmatik/,
i.e., DIG DOGMATIC).

The tapes were recorded in the following
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way. Tape 1 was recorded so that there
were 15 items in each of the four experi-
mental conditions. These were recorded on
one channel in a random order interspersed
with the 90 distractor items. An item con-
sisted of a target phoneme string, followed
by approximately 1 second of silence, the
phoneme string repeated, and then after an-
other 1 second of silence, the word. On the
second channel, a tone was placed at the
beginning of each word serving to trigger a
timing device. Tape 1 was then duplicated
in its entirety onto Tape 2 for use in the
experiment. Tape 1 was then spliced. The
repeated presentations of the target syllable
were removed (e.g., /val/ /val/) and
replaced by two presentations of the
matching target syllable (e.g., /vol/ /val/). In
this way, the recording of the word to be
responded to, along with the triggering tone
on the other channel, was kept intact across
both members of each ‘‘consistent”/ ‘in-
consistent’’ pair.

So the result of this method of tape con-
struction was that Tape 2 was untouched by
splicing, whereas all of the experimental
items on Tape 1 were constructed by
splicing. Thus if splicing proved in any way
to be detrimental to the ease with which a
response could be made to a word, this
would be true for the same number of items
in each of the four conditions.

Procedure. Items were presented to sub-
jects via headphones using a Revox PR99
tape recorder. Subjects were instructed to
press a ‘‘yes’’ response key if the exact
target sound appeared anywhere in the
word, and if not, to press the ‘‘no’’ re-
sponse key. It was emphasized that the
target was a sound and that the exact sound
had to be located in the word for “‘yes’ to
be correct.

A computer timer was set off by the tone
which was placed at the start of the word,
but on the second channel of the audiotape.
Subjects did not hear this second channel.
Depression of a response key stopped the
timer, thus recording reaction time and type
of response (‘‘yes’’ or ‘‘'no’’) for each trial.
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Results

The percentage of errors made in the four
conditions (i.e., responding ‘‘yes, the syl-
lable was heard in the word’’) are presented
in Table 1.

Using a 2 X 2 Analysis of Variance, it
was found that there was a highly signifi-
cant main effect of consistency in both the
subject and item analyses [F(1,8) =
106.42, p < .001, Fx(1,58) = 133.59, p <
.001], but neither the difference between
the M items and O items nor the interaction
between consistency and the M/O factor
was significant, (p > .1 in each case).

Although reaction time measurements
were recorded, these turned out to be
meaningless because of the very high error
rate on the ‘‘consistent’’ items. In fact for
37% of these items the mean reaction time
could not be calculated, since every subject
responded incorrectly.

Discussion

From these results it is clear that the level
at which subjects are performing the task is
one where reduced vowels are treated as
full vowels. Further, it is apparent that the
full value of the vowel is determined by the
orthography of the word and not by virtue
of the existence of morphologically related
forms that themselves include the full
vowel. Thus the word LAGOON is per-
ceived as beginning with the phoneme
string /l&g/ even though it actually begins
with /lag/. There is no reason to believe that
LAGOON begins with /lg/ other than that
the word is spelt with an A.

There are two possible artifacts, how-
ever, that need to be discussed before these
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conclusions can be accepted. First, it hap-
pens to be the case that the vowels ap-
pearing in the target syllables are not well
matched between the ‘‘consistent’” and
“‘inconsistent’’ conditions. The vowel /1/
appears far more often in the ‘‘inconsis-
tent’’ items than in the ‘‘consistent’ items,
while the reverse is true for /E/. Therefore,
if it were the case that subjects confused
/€/ with /a/ more often than they confused
N1/ with o/ then this would influence the ‘‘in-
consistent’” and ‘‘consistent’’ conditions
differently and might account for the
present results. However, an examination
of the performance of subjects on each of
the vowels does not support this possibility.
The mean number of errors on targets with
1€/ was 81% for ‘‘consistent’’ items (n =
22) and 35% for ‘‘inconsistent’ items (n =
12), while for targets with /1/ it was 82% for
“‘consistent’’ items (n = 6) and 21% for
“inconsistent’’ items (n = 20). For targets
with {a/ the means were 72% (n = 20) com-
pared to 16% (n = 16), and for targets with
[a/ they were 73% (n = 12) compared to
25% (n = 12). Thus there appears to be a
strong consistency effect regardless of the
vowel.

The second possible problem is that
many of the words used in the experiment
may not actually be pronounced with a fully
reduced vowel, not only by the speaker on
the tape but by the subjects themselves. In
an effort to provide evidence against this
possibility, the speaker on the tape plus
four other Australian speakers each re-
corded the list of words used in the exper-
iment, speaking in a normal clear voice.
These recordings were then presented to
three professionally trained phoneticians

TABLE 1
PERCENTAGE ERRORS FOR THE FOUR EXPERIMENTAL CONDITIONS OF EXPERIMENT |

Consistent Inconsistent
M items e.g., ivael/ fvalidati:/ e.g.. /val/ fvaldatsr/
73.3% 21.2%
O items e.g., /leg/ /logu:n/ e.g., /lag/ lagu:n/
75.5% 25.2%
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who were asked to note any of the words
whose first vowel they did not believe was
fully reduced. The data obtained from these
ratings revealed that ali judges thought that
three of the speakers did not pronounce
HORRIFIC with a reduced vowel, and two
judges thought that one speaker did not re-
duce the E of GERANIUM, but otherwise
all of the putative reduced vowels were per-
ceived as /o/. It therefore appears safe to
conclude that the effect observed in this ex-
periment was the result of an orthographic
influence rather than the result of an arti-
fact.

There are two possibilities as regards the
level at which subjects are performing the
syllable monitoring task. First, it may be
that the target phoneme string and the fol-
lowing word are both translated into an or-
thographic representation (the former pre-
sumably by sound-to-spelling rule conver-
sion, and the latter by means of lexical
information stored about the spelling of the
word). The task is then performed at an or-
thographic level. It seems odd, however,
that subjects would adopt such an approach
in a purely phonological task, though it is
possible that the orthographic level is
brought into play as a last resort when the
phonemic level fails to provide a positive
match.

The second possibility is that the task is
performed at an abstract phonological
level, but where the phonological represen-
tations are influenced by orthography. Such
a view has been previously advocated on
linguistic grounds, for example, Mos-
kowitz, 1973; Kerek, 1976. The suggestion
is that once a language user learns to spell,
his knowledge of orthography fundamen-
tally alters his phonological representations
(see also, Ehri & Wilce, 1980). Such an ex-
planation seems preferable to the purely or-
thographic account since it proposes that
the phonological task is performed at a pho-
nological level. However, to empirically
discriminate between the two accounts ap-
pears difficult. What might possibly sup-
port the orthographically-influenced pho-
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nological account over the purely ortho-
graphic one, might be the finding of an
orthographic influence for ‘‘yes’’ re-
sponses; that is, in circumstances where
the task could be successfully performed at
the phonological level, Such a situation was
included in the second experiment.

EXPERIMENT 2

The orthographic factor that was manip-
ulated in Experiment 2 for the *‘yes’ re-
sponses was the orthographic syllabic
structure. Taft (1979) proposed the notion
of a Basic Orthographic Syllabic Structure
(or BOSS) whereby the syllabification of a
visually presented word is guided by ortho-
graphic (and morphological) principles
rather than by phonetic ones. The BOSS of
a word (its orthographically defined first
syllable) includes all of the consonants fol-
lowing the first vowel, regardless of the
pronunciation of the word. For example,
the BOSS of GOSPEL is GOSP even
though the phonetic syllabification of
GOSPEL is not GOSP/EL (but rather, is
GO/SPEL, GOS/PEL, or perhaps GOS/
SPEL).

If the phonological representation of a
word is modified by the orthography of that
word, then it is possible that orthographic
syllabic structure is expressed in this rep-
resentation. If so, one would expect that a
target syllable that coincided with the
BOSS of a word would be detected in that
word more readily than a target syllable
that did not coincide with the BOSS. For
example, the target phoneme string /gos/
should be easier to detect in the word
/gasap/ (i.e., GOSSIP) than in the word
/gospal/ (i.e., GOSPEL), even though these
two words have the same phonetic syllable
structure, since /gas/ is the BOSS of the
former but not of the latter (where /gasp/ is
the BOSS). Similarly, the target /v:/ should
be detected more readily in the word
/vi:okal/ (i.e., VEHICLE, whose BOSS is
/vi:) than in the word /vi:itou/ (i.e., VETO,
whose BOSS is /vi:t/), even though the first
phonetic syllable of both words is /vi:/.
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Such a finding would be compatible with
the view that says that the lexical phono-
logical representation is influenced by or-
thographic structure, and not with the view
that says that the syllable detection task is
performed at an orthographic level when a
match at the phonological level is unsuc-
cessful. When the target syllable does
occur in the word (as is the case here), a
phonological match should not be unsuc-
cessful.

It should be noted that a failure to ob-
serve a BOSS effect in this experiment
would not necessarily endorse the purely
orthographic account. It may be that the
BOSS has no unique psychological status
(see Lima & Pollatsek, 1983), or that, if it
hais, it is not one of those orthographic fac-
tors that modifies the phonological repre-
sentation.

In addition to looking at the BOSS effect
in this experiment, two other comparisons
were examined. The first of these was a
modification to the ‘‘inconsistent’’/*‘con-
sistent’” comparison for ‘‘no’’ responses
made in the first experiment. Items were
used where the orthographic translation of
the target syllable was contained in the or-
thographic translation of the following
word, but the target syllable itself, in its
phonetic form, was not contained in the
word. Reduced vowels were not involved.
For example, the syllable /bal/ is not pho-
nologically present in the word /bulat/ (i.e.,
BULLET), though its orthographic tran-
scription, BUL or BULL, does occur in the
spelling of BULLET. The existence of an
effect of orthographic consistency can
therefore be gauged by comparing the ease
of making a ‘‘no”’ response to /bal/ /bulat/
with that to /bal/ /bulat/, where /a/ is not
phonetically more similar to /u/ than is /3/.
Similarly, /wist/ /wisal/ (i.e,. WHISTLE)
should be a more difficult item than /wisk/
Iwisal/.

The final comparison made in this exper-
iment was included to ascertain whether
the “‘yes’ responses were being made at a
preaccess or postaccess stage. It is possible
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for orthographic effects to result from a
preaccess stage of processing via the appli-
cation of sound-to-spelling conversion
rules, although this seems somewhat un-
likely given the complexity of the rules re-
quired. The stage of processing (pre- or
postaccess) was determined by looking at
the frequency effect, using the same logic
as Foss and Blank (1980). If, for example,
/bael/ was detected in /bzlad/ (the low fre-
quency word BAILLLAD) as quickly as it
was in /balans/ (the higher frequency word
BALANCE) it must be the case that the
task was being performed at a preaccess
stage. If on the other hand, detection times
for BALLAD were found to be longer than
those for BALLANCE, then it follows that
the syllable was being detected on the basis
of lexical information (i.e., postaccess).

In summary, then, the second experiment
to be reported looked at three things:

1. A BOSS compatibility effect, to deter-
mine if the auditory task was influenced by
orthographic syllabic structure.

2. An interference effect, to determine
whether or not the orthography of a word
led to difficulties in deciding that a target
syllable was not phonologically present
within that word.

3. A frequency effect, to determine
whether any effects observed were likely to
be prelexical or postlexical.

Method

Subjects. Subjects in the experiment
were 16 undergraduate students. Each sub-
ject was randomly assigned to one of two
groups.

Materials. Subjects were presented with
60 experimental items, making up three dif-
ferent comparisons. As in the first experi-
ment, each trial consisted of a target syl-
lable recorded twice, followed by a word.
The three comparisons were designed in
the following way.

1. Twenty word pairs were obtained
where each member of a pair began with
the same phonetic syllable, for example,
/gasap/ (i.e., GOSSIP) and /gaspal/ (i.e.,
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GOSPEL). These words were preceded by
a target phoneme string that was the same
as the BOSS of one member of the pair (B
condition: e.g., /gos/ /gasap/), but did not
coincide with the BOSS of the other mem-
ber (NB condition: e.g., /gos/ /goaspal/).
The B condition items were matched
overall with the NB condition items on fre-
quency of occurrence according to Carroll,
Davies, and Richman (1971). Other exam-
ples of pairs are MINISTER (B condition)
and MINSTREL (NB condition); VE-
HICLE (B) and VETO (NB). The target
syllable was never a word in its own right?
(e.g., /gos/, /min/). Each subject heard only
one member of each pair. Thus, there were
two separate groups of subjects, one group
receiving, for example, MINISTER (B con-
dition) and GOSPEL (NB condition), while
the other received MINISTREL (NB con-
dition) and GOSSIP (B condition). The
method of recording the two audiotapes
(one for each group) will be described later.

2. Twenty further words were designed
in a similar way to the experimental items
of Experiment 1, except that the vowel of
the first syllable was never a reduced
vowel. There were two types of target syl-
lables, differing from each other in the re-
lationship of their orthographic transcrip-
tion to the orthography of the word which
followed them. In one case, the syllable
could be spelled in the same way as the
beginning of the word (‘‘consistent” con-
dition: e.g., /bal/, able to be spelled as BUL
or BULL, followed by /bulat/, i.e.,
BULLET), while in the other, the syllable
could not have the same spelling as the be-
ginning of the word (‘‘inconsistent” con-
dition: ¢.g., /bol/ followed by /bulat/). Items
were designed so that the ‘‘consistent’” and
‘‘inconsistent’’ items were matched overall
on the number of phonetic features they

2 In preliminary work, it appeared that targets that
were words (e.g., the PILL of PILLOW) were treated
differently than targets that were not words. Why this
might be so is a question that may be worthy of further
research.

Copyright (c) 2000 Bell & Howell Information and Learning Company
Copyright (c¢) Academic Press

327

had in common with the beginning of the
following word (according to Chomsky &
Halle, 1968). Other examples of item pairs
are /wist/ /wisal/, that is, WHISTLE (‘‘con-
sistent’’) and /wisk/ /wisal/ (‘‘inconsis-
tent’’); /1::0/ /1€s®/, that is, LEATHER
(“‘consistent’’) and Mler®/ 1€sw/ (‘‘inconsis-
tent’’). Again, subjects were presented with
only one member of each item pair.

3. Twenty word pairs were constructed
so that each member of a pair began with
the same target phoneme string as the other
member, but one member was a high-fre-
quency word (HF condition) and the other
was a low-frequency word (LF condition).
Examples of such pairs are /balons/ (the
HF word BALANCE) and /bzlod/ (the LF
word BALLAD); /epal/, that is, APPLE
(HF) and /aepob::/, that is, APATHY (LF);
/ri:d3an/, that is, REGION (HF) and
fri:dzont/, that is, REGENT (LF). As with
the B and NB conditions, the target syllable
was always a nonword (e.g., /bel/, /&p/).
Again, each subject heard only one member
of each pair.

In addition to the 60 experimental items,
(which are presented in the Appendix)
there were 40 distractor items. Ten of these
were where the target sound was at the end
of the word (e.g., /tik/ /plestik/), 10 where
the target sound was in the middle of the
word (e.g., /r€n/ /por€nbasas/), and 20
where the target was not in the word at all
(e.g., /tol/ /=lakert/). Both groups of sub-
jects heard the same 40 distractor items.

The tapes were recorded in the same way
as in the first experiment, except that for
the BOSS and frequency comparisons a dif-
ferent splicing technique was used on Tape
1. For the B, NB, HF, and LF conditions,
the nontarget part of the word was removed
(e.g., the /ons/ of /bael/ /bxel/ /belons/) and
replaced by the nontarget part of its
matching word (i.e., /od/, spliced from a re-
cording of /belad/), thus creating a new re-
cording of /bal/ /bael/ /belad/. By splicing
the tape in this way, the two presentations
of the target syllable, the tone on the
second channel and the target in the word,
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TABLE 2
MEAN SUBJECT RESPONSE TIME (msec) AND
PERCENTAGE ERROR FOR THE THREE COMPARISONS OF
EXPERIMENT 2

Condition Example RT % Error
HF /beel/ /beelons/ 695 3.1
LF /ol beled/ 800 3.8
B Igas/ Igasap/ 721 13
NB fgas/ lgaspal/ 794 6.9
Consistent /bal/ /bulat/ 967 15.0
Inconsistent fbal/ Mbulat/ 852 6.3

were all held constant across both members
of each HF/LF pair and each B/NB pair.

Procedure. The procedure was the same
as that followed in Experiment 1.

Results

Reaction times and error rates for the six
experimental conditions are provided in
Table 2.

Looking at reaction times, it was found
that all three comparisons were significant:
the HF condition was faster than the LF
condition on both the subject analysis,
F,(1,14) = 18.25, p < .001, and the item
analysis, F,(1,19) = 13.77, p < .01; the B
condition was faster than the NB condition,
F(1,14) = 1291, p < .01, Fx(1,19) = 5.23,
p < .01, and the ‘‘consistent’” condition
was slower than the ‘‘inconsistent’’ condi-
tion, F,(1,14) = 8.58, p < .02, F,(1,19) =
13.49, p < .01.

Turning to errors, the frequency effect
was not significant, (p > .1 for both F| and
F,), the BOSS effect was only significant
on the subject analysis, F,(1,14) = 11.12,
p < .01, Fy(1,19) = 2.66, p < .1, and the
orthographic interference effect was signif-
icant on both analyses, F(1,14) = 7.22, p
< .02, Fy(1,19) = 6.17, p < .05.

Discussion

The finding of a significant frequency ef-
fect on reaction times means that the syl-
lable monitoring task was being performed
on the basis of lexically stored information.
In other words, any effects observed in this
experiment are likely to be postaccess ef-
fects. This result is in contrast to that ob-
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tained by Segui et al. who failed to find a
difference in response times to words and
nonwords, thus implying that responses
were being made prior to access. Targets
always occurred at the beginning of their
words. Mehler et al. suggest that if the
target syllables were to be monitored any-
where in the word rather than just at the
beginning, then postaccess effects would
emerge.

This suggestion is consistent with the
present results since targets could indeed
appear anywhere in the word. It follows
then, that the frequency effect (and the
BOSS effect) obtained in Experiment 2
should be eliminated if the experiment were
to be modified by having the targets ap-
pearing only in initial position. We in fact
attempted to do this using the same exper-
imental items, but obtained exactly the
same results as when the target could ap-
pear in any position. Thus it remains un-
clear what it was about the technique used
by Mehler et al. and Segui et al. that al-
lowed subjects to respond prelexically. Per-
haps it is not as much a difference in tech-
niques as a difference between French sub-
jects (as used by Mehler et al. and Segui et
al.) and English subjects. Cutler, Mehler,
Norris, and Segui (1983) have demon-
strated that French subjects give a different
pattern of results in a syllable detection
task than do English subjects, irrespective
of whether the words used are French or
English.

The BOSS effect obtained in the present
experiment first supports the psychological
status of the BOSS (as opposed to Lima &
Pollatsek, 1983) and second suggests that
orthographic syllabic structure influences
the phonological representation. If the task
is being performed at an orthographic level
rather than at an orthographically modified
phonological level, then this is happening
even when a phonological match of target
and word could succeed. Such a view as-
cribes to orthography a dominating role in
spoken word processing that seems unnec-
essary given the alternative of an ortho-
graphically influenced phonology.
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Arguments may perhaps be made, how-
ever, that the B/NB difference is not a re-
sult of orthographic syllabic structure, but
of some artifact. It is possible that the NB
items are affected by coarticulation in a
way that the B items are not. The second
consonant of the medial consonant cluster
of the NB items (e.g., the /p/ of /gaspal))
may influence the articulatory characteris-
tics of the first consonant of this cluster
(i.e., the /s/ of /gospal/), since coarticulation
effects have been demonstrated to percep-
tibly occur across syllable boundaries
(Martin & Bunnell, 1982). Thus it may be
argued that the target syllable is aurally less
distinct in the NB items than in the B items.
The counterargument, however, is that by
the method of splicing used in this experi-
ment, the NB items on one of the tapes
(Tape 1) were all constructed from record-
ings of B items, and the B items on this tape
were all constructed from recordings of NB
items. Therefore, any systematic distur-
bance that might have been caused by coar-
ticulation effects should not have been ob-
served on this tape. In fact the strength of
the BOSS effect was exactly the same on
Tape 1 (the spliced tape) as on Tape 2 (the
unspliced tape), being a 73.5-millisecond
difference for the former and a 73.2 milli-
second difference for the latter.

It should be noted that there were two
NB condition words in the experiment
where the final consonant of the target was
not uniquely represented in the orthog-
raphy. These were /enk/ /epkfas/ (i.e.,
ANXIOUS) and /o:t/ /o:tfod/ (i.e., OR-
CHARD). Difficulty in responding to these
two items could arise from general ortho-
graphic effects independent of orthographic
syllabic structure, since ANK is not ortho-
graphically contained in ANXIOUS, nor
ORT in ORCHARD. It might possibly be
argued that the B/NB reaction time differ-
ence that was obtained in this experiment
was largely a result of these two unchar-
acteristic items, particularly since the item
analysis was not strongly significant. How-
ever, if the item analysis is carried out
without the /&pk/ and /o:t/ items, the F
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value actually increases, F(1,17) = 8.94, p
< .01. This seems to happen because many
subjects made errors on these items rather
than taking a long time to make the correct
decision. In fact, 64% of the errors made in
the NB condition were made on these two
items? (which is the reason why the item
analysis of the errors was not significant).
Therefore, it appears that an incompati-
bility between the orthography of the target
and the orthography of the target bearing
word leads to major difficulties which result
in errors; whereas incompatibility between
the target and the orthographic syllabic
structure of the word leads to a slowing
down of the response. However, either
way, the main point is that there is an or-
thographic influence on the ‘‘yes’’ re-
sponses.

Turning now to the ‘‘no’’ responses, an
orthographic effect was again observed,
with the “‘consistent’’ items being more dif-
ficult than the ““inconsistent’’ items as mea-
sured by both reaction time and errors.
Therefore, the effect extends beyond the
reduced vowels used in Experiment 1. The
difficulty caused by the ‘‘consistent’’
items, however, was clearly not as great as
that encountered in the reduced vowel sit-
uation, where there was a massive error
rate. This may have come about because of
some interesting difference in lexical rep-
resentation between reduced vowels and
other phonemes, but it could equally as
likely have resulted from a checking pro-
cedure occurring just prior to the making of
the “‘yes’” or “'no’’ decision. This check
could be made on the strength of a phonetic
matich using the representation stored in
echoic memory, or alternatively by basing
it on the pronunciation of the word gener-
ated either from the underlying phonemic
representation or from a separately stored

* 1t may be argued that the CH of ORCHARD does
not contain a /t/ (as in /2:t/) but is a single indivisible
phoneme; however, it should be pointed out that, first,
the word /o:topse:/ (i.e., AUTOPSY) was able to be
created by splicing /opsi:/ onto the first part of OR-
CHARD, and second, four of the eight subjects did
respond affirmatively to /o:t/ /o:tfad/.
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articulatory program that is there for the
purposes of overt production. The phonetic
similarity between /o/ and any of the full
vowels is greater than that between the full
vowels and consonants used in the second
experiment (e.g., between /a/ and /u/, as in
/bal/ /bulat/, and /t/ and /eo/ as in /wist/
/wisal/). Therefore, at the checking stage,
the phonetic match between the target and
the word in the first experiment may have
been sufficiently close to confirm the match
already made at the orthographically influ-
enced phonological level, whereas the poor
phonetic match between the target and the
word in the second experiment may have
overridden the positive match made at the
phonological level.

GENERAL DISCUSSION

Foss and Blank have argued that postac-
cess phoneme monitoring is performed at a
phonological level. The results of the
present experiments suggest that this level
is not simply a surface phonemic level nor
is it a morphophonemic level as envisaged
by Chomsky and Halle. Instead it appears
to be an abstract level that is influenced by
orthography. Of course, it can always be
argued that there are morphophonemic rep-
resentations of words in the lexicon (unin-
fluenced by orthography), but their exis-
tence is not manifested in phonological
tasks; that is, competence is not reflected
in performance. Even if this were the case,
the interest here is in the nature of the pho-
nological representation employed in lan-
guage processing and, at least in the syl-
lable monitoring task, there is no evidence
for a morphophonemic influence.

Is there any evidence for it in other em-
pirical studies? Steinberg (1973) tested sub-
jects usage of one of the rules proposed by
Chomsky and Halle to convert the under-
lying morphophonemic representation into
a surface phonemic representation. This is
the vowel shift rule that shortens the vowel
in morphemic alternations like /sori:n/ —
/sar€noati:/, that is, SERENE — SER-
ENITY, and /koun/ — /konik/ that is,
CONE — CONIC. In Steinberg’s experi-
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ment, subjects were first presented with an
English word which they pronounced (e.g.,
TROMBONE) and then were required to
convert it either into an adjective by adding
-IC or into a noun by adding -ITY. What
was observed was that only about 3% of the
pronunciations given by subjects followed
the vowel shift rule; for example, most
subjects said /trombounik/ rather than
/trombonik/. Therefore, it appeared that the
vowel shift rule was not productive, hence
opposing the idea that there exist under-
lying representations that require this rule
in order to produce surface pronunciations.
However, by presenting the root words
separately from their suffixes, Steinberg
may have artificially biased the subjects’
responses. In fact, Crowder (1982, p. 163)
reports that he has presented subjects with
the complete suffixed item to pronounce
(e.g., TROMBONIC) and found that use of
the vowel shift rule under these conditions
can be as high as 70%.

A demonstration of the productivity of a
transformation rule like the vowel shift
rule, however, does not prove the existence
of a morphophonemic level of representa-
tion. It may instead demonstrate the nature
of spelling-to-pronunciation conversion
rules that might be used to pronounce non-
sense words. For example, subjects may
simply tend to give a short pronunciation
to single vowels contained in a nonsense
word, unless there is a silent E suggesting
that it should be a long vowel.

Similarly, Smith and Baker (1976) have
examined Chomsky and Halle’s stress as-
signment rules that depend on the length of
the vowel, the number of final consonants
in the syllable, the number of syllables in
the word, and the part of speech of the
word. An examination of pronunciations
produced under various orthographic
conditions (e.g., NODUD, NODUDE,
NODDUD, and NODOOD) revealed a pat-
tern of stress assignment that was consis-
tent with Chomsky and Halle’s rules to
some extent. However, Smith and Baker
conclude that the data point more to the use
of orthographic information in assigning
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stress than to the use of underlying mor-
phophonemic representations.

An experiment demonstrating the influ-
ence of morphological structure on a pho-
nological task was performed by Taft
(1984). When subjects were required to say
whether a visually presented word was ex-
actly homophonous with another word in
English, they made many errors when the
two words differed in morphological struc-
ture, for example, COWARD and COW-
ERED, but only when they performed the
task silently. When they could say the
words aloud, the difficulty encountered
with these morphologically different words
vanished. This finding suggests a level of
phonological representation that incorpo-
rates morphemic structure and which is dif-
ferent from the surface phonemic represen-
tation generated when overt pronunciation
is required. Such an abstract representation
is compatible with the morphophonemic
representation envisaged by Chomsky and
Halle. However, it is also compatible with
an orthographically influenced phonolog-
ical representation as long as this represen-
tation also includes morphemic structure
(see Taft, 1984). Therefore, to date there
appears to be no evidence in the psycho-
logical literature that unambiguously sup-
ports a morphophonemic level of represen-
tation as Chomsky and Halle envisage it.

The explanation given here for the influ-
ence of orthography on a phonological task
(viz. in terms of an orthographically influ-
enced phonological representation) is not
unlike that given by Ehri and Wilce (1980)
for their finding that phonemic segmenta-
tion is influenced by orthographic factors.
They propose that knowledge of orthog-
raphy shapes one’s conceptualization of
phonemic structure. However, this expla-
nation is not the one given by Seidenberg
and Tanenhaus (1979) for their finding of an
orthographic influence on a rhyming task,
and by Tanenhaus et al. (1980) for their
finding of orthographic priming in a Stroop
interference task when the prime word is
presented aurally. These authors propose
that once lexical access takes place, both
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phonological and orthographic codes are
automatically activated and both play a role
in the decision to be made about the word
that has been accessed. This interpretation
differs from the one favored in this paper
in that the phonological and orthographic
codes are viewed by these authors as sep-
arate entities rather than forming an amal-
gamated representation from which both
the pronunciation and the spelling of the
word can be generated.

Why do we prefer to say that the ortho-
graphic influence on the phonological task
results from an orthographically influenced
phonological representation rather than
from the automatic activation of an ortho-
graphic code? In the syllable monitoring
task, the automatic activation of an ortho-
graphic representation of the presented
word is of no use unless the target phoneme
string is also converted into an ortho-
graphic code. Such a conversion cannot re-
sult from automatically activated informa-
tion stored within the lexical entry for that
phoneme string, since the phoneme string
has no lexical entry. Instead the conversion
presumably comes about through sound-to-
spelling conversion rules. To maintain the
argument that the task is performed under
the influence of an automatically activated
orthographic representation, one needs to
further say that the application of sound-to-
spelling conversion rules also automatically
occurs. Since there is no evidence to say
that this does not happen, the interpretation
that one favors ultimately depends on how
dominant a role one wishes to ascribe to
orthegraphy in spoken word processing. In
one interpretation (the one favored here)
the phonological task is performed in a pho-
nological code, though this code is influ-
enced by orthography; in the other inter-
pretation, the task is performed in both a
phonological and an orthographic code,
with the latter interfering with the former.

The proposition that there are ortho-
graphically influenced phonological repre-
sentations in the lexicon leads to the pos-
sibility that pronunciation and spelling are
generated from these representations, and
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are not fully stored in their own right. If
this were so, there would need to be a set
of transformation rules that were used in
converting the underlying representation
into the correct pronunciation and these
would be something like the grapheme—
phoneme conversion rules that have been
postulated for phonemic recoding in visual
word recognition (e.g., Gibson, Pick,
Osser, & Hammond, 1962; Venezky, 1970).
Where there was more than one possible
conversion (e.g., g — /g/ or /d3/) there must
be additional information stored within the
entry to allow for the correct pronunciation
to be made. If one assumes that consulta-
tion of this additional information slows
down processing time then one can pos-
sibly account for the finding that words
with an inconsistently pronounced orthog-
raphy (e¢.g., BEAD, where EAD has more
than one pronunciation) take longer to
name than consistent words like BEAN
(Glushko, 1979; Andrews, 1982).
Derivation of the spelling of a word from
this underlying representation should be
more straightforward, since the relationship
between the orthographically influenced
phonological representation and the orthog-
raphy would be more isomorphic than
between the orthographically influenced
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phonological representation and the overt
pronunciation. However, there would nev-
ertheless need to be some special additional
information stored within the entry, for sit-
uations where the abstract phonological
representation could not differentiate be-
tween two different spellings. For example,
doubling of consonants might be difficult to
represent in the phonological representa-
tion, thus leading to spelling confusions.
Similarly, the choice between EI and IE
might be hard to represent. The additional
information required in this case could be
the well-known *‘'l before E, except after
C”’ rule. Spelling errors, then, could arise
from several sources: failure to develop an
accurate orthographically influenced pho-
nological representation, failure to store ad-
ditional information, or incorrect use of this
additional information.

In conclusion, the results of the experi-
ments reported in this paper support a post-
access level of procesing that is orthograph-
ically affected, even though the task is an
auditory one. The results do not appear to
bear upon issues regarding preaccess
speech processing (e.g., Is it phonetic?
What is the perceptual unit?), but they do
have implications for issues regarding the
nature of the lexical representation.

APPENDIX

The following are the items used in Experiment 1 along with their percentage error rates.

M Condition Items

Word

catastrophe /kaet/
laboratory /lzb/
ridiculous /rid/
neglect /n€g/
morality /mor/
demonic /dEm/
finale /fin/
potential /pat/
balloon /beael/
validity Iveel/
majority /meedz/
command /kom/
saliva [seel/
senility /s€n/
photography ot/
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“Consistent” Target

“Inconsistent’’ Target

60 /kit/ 0
60 b/ 0
100 r&d/ 25
100 /mig/ 0
100 /meer/ 0
80 /dim/ 0
100 ffen/ 60
40 /pEt/ 20
60 /b1l/ 0
60 Ival/ 0
100 /mid3z/ 0
20 /keem/ 25
100 /sEl/ 20
60 /son/ 60
100 ffet/ 0
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terrific nEr/ 60 /tir/ 25
horrific /hor/ 80 /hEr/ 0
celebrity IsEl/ 80 Is1l/ 60
paternal /paet/ 80 fpEt/ 0
marine /maer/ 100 /mor/ 20
perennial /pEr! 60 Ipaer/ 0
democracy IdEm/ 80 /daem/ 0
mature /maet/ 80 /mot/ 80
fallacious /feel/ 75 fal/ 60
metallic /mE&t/ 100 /mot/ 20
horizon /hor/ 75 /heer/ 40
symmetrical /stm/ 50 /s€m/ 80
necessity /mEs/ 80 /n1s/ 0
heroic /hEr/ 80 'haer/ 20
melodic /mE&V 100 /mil/ 20

O Condition Items

Word “Consistent’” Target “Inconsistent’” Target
parade /peer/ 80 /pir/ 0
vanilla /veen/ 100 v/ 20
giraffe /d31r/ 100 IdzEr/ 100
meringue /mEr/ 100 /mir/ 0
tobacco /tob/ 80 teb/ 20
verandah /vEr! 100 fvir/ 20
divinity fdrv/ 100 /dev/ 0
potato /pat/ 40 /pet/ 0
canal /ken/ 100 /kmn/ 0
lagoon Neg/ 60 Nog/ 0
patrol Ipet/ 80 prt/ 20
soprano [sop/ 100 /sap/ 49
calamity /kel/ 25 fkal/ 0
merino /mEr/ 80 /mor/ 20
tomato /tom/ 80 Em/ 0
phenomenon f&n/ 100 ffin/ 20
molasses /mol/ 60 /mEl/ 40
semester /s€m/ 100 /stm/ 75
tarantula fteer/ 80 ftEr/ 75
banana /baen/ 20 /ban/ 0
negotiate nEg/ 100 nzg/ 20
veneer /vEn/ 80 /ven/ 25
safari fseef/ 80 /soff 40
taboo /teeb/ 40 tEb/ 0
cement /s€m/ 60 /som/ 0
pollution /pal/ 100 /pxl/ 0
divan /drv/ 40 /dEv/ 60
geranium faser/ 100 /dzr/ 100
peculiar IpEk/ 40 /pek/ 0
meticulous /mEt/ 40 /mit/ 60

The following are the items used in Experiment 2 along with the response time in milliseconds for each item.

Target B condition word NB condition word

/pad/ puddle 673 pudgy 852

i/ vinegar 986 vindicate 968

/gos/ gossip 580 gospel 813

/bas/ basalt 829 bastion 889

vEn/ venom 823 venture 798

fs1m/ similar 983 simple 935

/hEk/! heckle 770 hectic 698
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/keel/
ik/
Iteel/
VEs/
ffid/
Ipos/
/min/
/enk/
fo:t/
fval/
/gas/
/sal/
i/

Word

whistle
father
bullet
travel
humorous
passionate
lotion
later
savoury
demon
bargain
honour
stomach
honey
fever
women
leather
basket
hotel
colour

Target

/s€n/
/fal/
/sEv/
/d3En/
Jveel/
NtEr/
fou/
[traev/
Joxl/
/bju:/
lep/
fval/
Iperp/
/kar/
/kal/
/rizds/f
Jsanl/
kwo:/
/per/
/kaer/
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calibre 969
fickle 701
tally 855
vessel 660
fiddle 894
possum 764
minister 821
anchor 580
autopsy 1051
volatile 738
gusset 678
sullen 925
vehicle 855

“Consistent’”’ Target

/wist/ 1268
ffees/ 998
/bal/ 981
Itrerv/ 953
/ham/ 984
/paes/ 1278
/lout/ 1170
Nt/ 970
/saev/ 1205
/d€m/ 984
fozer/ 1093
/hon/ 921
/stam/ 1128
/hon/ 900
e/ 814
/wom/ 1046
Nr:6/ 833
/bees/ 1175
/hot/ 1358
/kal/ 1077

HF condition word

sentence 814
follow 846
several 864
general 680
valuabie 857
terrible 935
ocean 761
travel 568
balance 660
beauty 765
apple 699
volume 795
paper 605
courage 745
colour 729
region 711
silence 1087
quarter 815
paragraph 930
character 899
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calculation 1043
fictitious 1011
talcum 771
vestige 695
fidget 1062
posture 745
minstrel 1040
anxious 702
orchard 805
voltage 763
gusto 825
sulky 1134
veto 960

“Inconsistent’” Target

fwisk/ 835
fos/ 1020
/bol/ 837

trav/ 989

/hom/ 809
/peet/ 1026

/lous/ 988

Nowt/ 876
IsEv/ 1239
Jdim/ 799
{bor/ 980

/wan/ 889

/stem/ 883

/haen/ 780
/frv/ 1034

Iwam/ 1030
Nlerd/ 826
/boas/ 803
/hat/ 1139
/KEV/ 810

LF condition word

sentry 906
follicle 808
sever 933
genocide 976
valentine 1014
terrify 1014
opal 849
travesty 906
ballad 735
bugle 934
apathy 768
voluble 1056
papal 811
curry 883
culinary 864
regent 797
silo 978
quartet 925
parable 821
caramel 819



PHONOLOGICAL REPRESENTATION

REFERENCES

ANDREWS, S. M. (1982). Phonological recoding: Is the
regularity effect consistent. Memory & Cognition,
10, 565-575.

CARROLL, J. B., Davies, P, & RicHMAN, B. (1971).
The American heritage word frequency book.
Boston: Houghton Mifflin.

CHoMsKY, N., & HALLE, M. (1968), The sound pattern
of English. N.Y.. Harper & Row.

COLTHEART, M. (1980). Reading, phonological re-
coding, and deep dyslexia. In M, Coltheart, K. E.
Patterson, & J, C. Marshall (Eds.), Deep dyslexia.
London: Routledge & Kegan Paul.

CROWDER, R. G. (1982). The psychology of reading.
N.Y.: Oxford Univ. Press.

CUTLER, A., MEHLER, J., Norris, D. G., & SecGul, J.
(1983). A language specific comprehension
strategy. Nature, 304, 159-160.

CUTLER, A., & NORRIS, D. G. (1979). Monitoring sen-
tence comprehension. In W. E. Cooper &
E. C. T. Walker (Eds.), Sentence processing:
Psycholinguistic studies presented to Merrill Gar-
rett. Hillsdale, N.J.: Erlbaum.

EHRri, L. C., & WILCE, L. S. (1980). The influence of
orthography on reader’s conceptualization of the
phonemic structure of words. Applied Psycholin-
guistics, 2, 371-385.

Foss, D. J., & BLANK, M. A. (1980). Identifying the
speech codes. Cognitive Psychology, 12, 1-31,

GiBSON, E. J., Pick, A., OsSERr, H., & HAMMOND, M.
(1962). The role of grapheme—-phoneme corre-
spondence in the perception of words. American
Journal of Psychology, 75, 554—570.

GLuUsHKO, R. K. (1979). The organization and activa-
tion of orthographic knowledge in reading aloud.
Journal of Experimental Psychology: Human Per-
ception and Performance, 5, 674-691.

KEREK, A. (1976). The phonological relevance of
spelling pronunciation. Visible Language, 10,
323-338.

KLEIMAN, G. M. (1975). Speech recoding in reading.
Journal of Verbal Learning and Verbal Behavior,
14, 323-339.

Lima, S. D., & POLLATSEK, A. (1983). Lexical access
via an orthographic code? The Basic Orthographic
Syllabic Structure (BOSS) reconsidered. Journal
of Verbal Learning and Verbal Behavior, 22, 310—
332,

LINELL, P. (1979). Psychological reality in phonology.
Cambridge: Cambridge Univ. Press.

Copyright (c) 2000 Bell & Howell Information and Learning Company
Copyright (¢) Academic Press

335

Lyons, J. (1968). Introduction to theoretical linguis-
tics. Cambridge: Cambridge Univ. Press.

MARTIN, J. G., & BUNNELL, H. T. (1982). Perception
of anticipatory co-articulation effects in vowel—
stop consonant—vowel sequences. Journal of Ex-
perimental Psychology: Human Perception and
Performance, 8, 473-488.

MEHLER, J., DOMMERGUES, J. Y., FRAUENFELDER, U.,
& SEecul, J. (1981). The syllable’s role in speech
segmentation. Journal of Verbal Learning and
Verbal Behavior, 20, 298-305.

Moscowitz, B. A. (1973). On the status of vowel shift
in English. In T. E. Moore (Ed.), Cognitive de-
velopment and the acquisition of language. New
York: Academic Press.

NEwMAN, J. E., & DELL, G. S. (1978). The phonolog-
ical nature of phoneme monitoring: A critique of
some ambiguity studies. Journal of Verbal
Learning and Verbal Behavior, 17, 359-374.

SEGUI, J., FRAUENFELDER, U., & MEHLER, J. (1981).
Phoneme monitoring, syllable monitoring and lex-
ical access. British Journal of Psychology, 72,
471-477.

SEIDENBERG, M. S., & TANENHAUS, M. K. (1979). Or-
thographic effects on rhyme monitoring. Journal
of Experimental Psychology: Human Learning
and Memory, 5, 546-554.

SMITH, P. T., & BAKER, R. G. (1976). The influence of
English spelling patterns on pronunciation.
Journal of Verbal Learning and Verbal Behavior,
15, 267-285.

STEINBERG, D. D. (1973). Phonology, reading, and
Chomsky’s optimal orthography. Journal of Psy-
cholinguistic Research, 2, 239-258.

Tarr, M. (1979). Lexical access via an orthographic
code: The Basic Orthographic Syllabic Structure
(BOSS). Journal of Verbal Learning and Verbal
Behavior, 18, 21-39,

TaFT, M. (1984). Evidence for an abstract lexical rep-
resentation of word structure. Memory & Cogni-
tion, in press.

TANENHAUS, M. K., FLANIGAN, H. P., & SEIDENBERG,
M. S. (1980). Orthographic and phonological ac-
tivation in auditory and visual word recognition.
Memory & Cognition, 8, 513-520.

VENEZKY, R. (1970). The structure of English orthog-
raphy. The Hague: Mouton.

(Received March 8, 1984)
(Revision received May 25, 1984)



