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The effect of blocking inter-trial interval on sequential effects in absolute identification

Chris Donkin, Vivian Chan, and Sophia Tran
School of Psychology, University of New South Wales, Sydney, Australia

Sequential effects are ubiquitous in decision-making, but no more than in the absolute identification task where participants must identify stimuli from a set of items that vary on a single dimension. A number of competing explanations for these sequential effects have been proposed, and recently Matthews and Stewart [(2009a). The effect of inter-stimulus interval on sequential effects in absolute identification. *The Quarterly Journal of Experimental Psychology, 62*, 2014–2029] showed that manipulations of the time between decisions is useful in discriminating between these accounts. We use a Bayesian hierarchical regression model to show that inter-trial interval has an influence on behaviour when it varies across different blocks of trials, but not when it varies from trial to trial. We discuss the implications of both our and Matthews and Stewart’s results on the effect of inter-trial interval for theories of sequential effects.
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Absolute identification has seen fruitful study for more than half a century (Brown, Marley, Donkin, & Heathcote, 2008; Lacouture & Marley, 1995; Luce, 1986; Marley & Cook, 1984; Miller, 1956; Pollack, 1952; Stewart, Brown, & Chater, 2005; Triesman & Williams, 1984; and the extensive citations in these works). In a typical absolute identification task, participants must identify a single stimulus from a set of items that vary across one dimension (e.g., brightness, intensity, length). For example, 10 tones differing only in their intensity would be assigned the labels #1 to #10, in order of their intensity. On any given trial, one tone is played, and the participant must respond with the corresponding label.

A hallmark of absolute identification is that the stimuli and responses from earlier trials influence judgements on the current trial (Stewart et al., 2005). Assimilation is one such sequential effect, where responses made to the stimulus presented on the current trial tend to be biased towards the response made on the preceding trial. For example, participants are more likely to overestimate the current stimulus if its intensity is less than the stimulus presented on the previous trial. A second sequential effect, known as contrast, occurs when the current response is biased away from stimuli presented on earlier trials. Thus, errors tend to be overestimates if earlier stimuli are small, and underestimates if earlier trials are large. The dynamics of assimilation and contrast effects are such that there is strong, but short-lasting, assimilation to the response on the preceding trial, and weaker but long-lasting contrast to
stimuli on previous trials. As such, we observe an assimilation effect for trial \( n - 1 \) and a contrast effect for earlier trials (Mori & Ward, 1995).

Sequential effects are such a robust phenomenon in absolute identification, differing only in magnitude as a function of task difficulty (Ward & Lockhead, 1971), that “a procedure cannot be made to avoid these effects” (Luce, 1986) and this appears to be true thus far as there is “no absolute identification experiment in which strong sequential effects ... were not found” (Stewart et al., 2005). Such sequential effects are also present throughout other paradigms in cognitive psychology, including categorization and exemplar production (Zotov, Jones, & Mewhort, 2011), judgements of price (Matthews & Stewart, 2009b), and recognition memory (Malmberg & Annis, 2012).

As such, there are many theories of assimilation and contrast. For example, Holland and Lockhead (1968) proposed that the memory for the current stimulus is contaminated by the memories of previously encountered stimuli. The recency of the stimulus determines the degree to which it contaminates identification, and assimilation is assumed to be the result of the most recent stimulus, while contrast occurs as a result of stimuli presented further back in the sequence of trials. For example, consider the case in which a small stimulus was presented on the previous trial. This means that, on average, the stimuli presented on earlier trials were larger stimuli. The memories for these larger earlier stimuli interfere with the judgement of the distance between the previous and current stimulus in a way that causes the distance to be underestimated. Hence, a response based on this distance will assimilate to the stimulus presented on the previous trial (and therefore away from the larger stimuli on earlier trials). Though the Holland and Lockhead account has been shown to be inadequate, Stewart et al. (2005) provided an up-to-date and more successful account of absolute identification in terms of relative judgement.

An alternative explanation for sequential effects is provided by the Selective Attention Mapping and Ballistic Accumulation (SAMBA; Brown et al., 2008) model. SAMBA is made up of three stages. The first, a selective attention stage, establishes an upper and lower limit for the range spanned by the stimuli (e.g., a quietest and loudest tone). These limits act as anchors, and rehearsal activity is used to maintain an internal context between these anchors. When a stimulus is presented, it is projected onto this context, and the magnitude of the stimulus is estimated as the proportion of rehearsal activity between the stimulus and the lower anchor, relative to the total amount of rehearsal activity (i.e., an estimate of the relative position of the stimulus within the context of the experiment). The mapping stage of SAMBA then transforms the magnitude estimate into evidence strengths for each of the \( K \) possible response alternatives. In the final stage, these evidence strengths determine the rate at which evidence is collected in each of \( K \) ballistic accumulators. The response accumulators collect evidence for each possible response until one such accumulator reaches a threshold amount of evidence, and this determines the response and the time taken to make the decision.

The SAMBA model explains the sequential effects of assimilation and contrast in terms of two additional assumptions. Contrast effects are a result of the first, selective attention stage. The magnitude estimate for the stimulus on trial \( n \) is made by summing the rehearsal activity between the stimulus representation and the lower and upper anchors (\( \Sigma_L \) and \( \Sigma_U \), respectively). However, instead of this rehearsal activity being distributed randomly across the experimental context, it is preferentially redirected to the stimulus presented on trial \( n - 1 \). This extra rehearsal increases the activity between stimulus \( n \) and one of the anchors, thus increasing either \( \Sigma_L \) or \( \Sigma_U \). The increase in \( \Sigma \) either decreases or increases the magnitude estimate for stimulus \( n \) depending on whether stimulus \( n \) is smaller or larger than stimulus \( n - 1 \), respectively (i.e., it produces contrast).

For example, imagine trying to identify a #4 stimulus. If the previous stimulus was a #1, then there is additional rehearsal activity at that location. The extra activity at #1 will increase the amount of activity between the lower anchor and the current
stimulus, $\Sigma_s$. Since the magnitude estimate is $\frac{\Sigma_s}{\Sigma_s + \Sigma_u}$, the current stimulus will appear larger, and so the current response will be biased away from the previous stimulus.

Assimilation in SAMBA is assumed to result via the following process. Activation in the evidence accumulators used to make decisions is assumed to decay during the time between decisions (inter-trial interval; ITI), so as to return evidence back to resting levels. The level of residual activity in each of the accumulators determines the starting position of evidence accumulation on the next trial. The accumulators closer to threshold on trial position of evidence accumulation on the next trial. The level of residual activity (inter-trial interval; ITI), so as to return evidence to decay during the time between decisions. They explained that differences discussed earlier (e.g, Stewart et al., 2005) into question the account of sequential effects. Our aim here is to follow up on their work and provide additional understanding of the influence of the time between decisions on absolute identification.

Mathews and Stewart (2009a) manipulated the time between trials to be either 500 ms or 5500 ms, both between and within blocks of trials in two otherwise standard absolute identification experiments. They used a regression analysis to investigate the influence of previous stimuli and previous responses. Responses from participants were fit with an equation in which both stimuli and responses were included as predictors:

$$R_n = \lambda + \alpha_0 S_n + \alpha_1 S_{n-1} + \beta_1 R_{n-1} + \alpha_2 S_{n-2} + \beta_2 R_{n-2} + e,$$

where $R_i$ is the response made on the $i$th trial, $S_i$ is the stimulus presented on the $i$th trial, $\lambda$ is an intercept term, and $e$ is a normally distributed error term.

Using this regression equation, Matthews and Stewart (2009a) showed that longer ITI increased contrast to stimuli presented on trial $n - 1$ and trial $n - 2$ (i.e., $\alpha_1$ and $\alpha_2$ both became more negative when ITI increased). On the other hand, assimilation to the response from trial $n - 1$ was unaffected by ITI (i.e., $\beta_1$ was the same in both ITI conditions). This pattern of results was consistent with the predictions of the selective-attention mechanism of SAMBA, as it predicts larger contrast to previous stimuli with increased ITI. However, the lack of an effect of ITI on the size of the assimilation to the previous response calls into question the account of sequential effects given by the passive decay process for assimilation in SAMBA, as well as all other models of sequential effects, including the memory-based explanations discussed earlier (e.g., Stewart et al., 2005).

Matthews and Stewart’s (2009a) investigation into ITI helped us to better understand sequential effects. Our aim here is to follow up on their work and provide additional understanding of the influence of the time between decisions on absolute identification.
identification performance. So as to better understand the time course of sequential effects, we use ITI conditions that fall between the two extreme values used in Matthews and Stewart (500 ms and 5500 ms).

Under the heading of Experiment 1, we report the results of two experiments that formed part of a series of three experiments. We omit the details of the first experiment, as it was a successful replication of Matthews and Stewart’s (2009a) Experiment 1, where all aspects of the design were identical, except that we used different stimuli. In the second experiment, we manipulated ITI from trial to trial, but no longer observed an effect of ITI on sequential effects. In a third experiment, we did observe an effect of ITI on sequential effects was when ITI was consistent within a block of trials, but varied between blocks. We now report the results of our second and third experiments, but present them together to facilitate comparison.

EXPERIMENT 1

Method

Participants
A total of 73 first-year psychology students from the University of New South Wales took part in the experiment in exchange for course credit. 42 participants completed the task in the within-block ITI manipulation condition, and 31 participants took part in the between-blocks ITI manipulation condition.

Stimuli
Each stimulus consisted of an array of black dots (4 mm in size), presented on a white background. The number of dots varied between 11 to 90 dots (inclusive) and were presented in randomly chosen locations in a 9 × 10 grid in the centre of a 24” LCD monitor (resolution 1920 × 1080). To avoid the dots falling in a uniform grid, a jitter of at least ± 0.56 mm was added to the position of each dot both horizontally and vertically. Such jitter makes it harder for participants to explicitly count the dots. Also, to avoid the possibility that participants recalled a specific array of dots, a new set of stimuli was generated for each block of trials, ensuring that no participant saw the same array of dots more than once.

Design and procedure

The ITI was either 500 ms, 1000 ms or 2200 ms. ITI varied either between blocks of trials or within a block of trials. In the within-block ITI condition, participants completed 5 blocks of 80 trials. The order of ITI conditions was random, but within a block, each stimulus was preceded by each ITI three times (since each stimulus was presented ten times, the remaining trial for each stimulus was preceded by a randomly chosen ITI). In the between-blocks ITI condition, participants completed 6 blocks of 72 trials and the order of ITI conditions was randomized, with the exception that the two blocks of each ITI condition were presented consecutively. Participants were told at the start of the experiment that the time between trials would vary during the task. Participants in the within-block condition were told that ITI would change from trial to trial, and participants in the between-blocks condition were told at the beginning of each block whether the time between trials would be relatively short, moderate or long. The time between blocks was self-paced, though participants were encouraged to take a break lasting for about one minute.

At the beginning of each trial, a fixation cross appeared in the middle of the screen for 300 ms before one of the possible arrays of between 11 to 90 dots was shown. The stimuli remained on-screen until a response was made. Participants had to categorize the number of dots into one of 8 categories. Participants needed to press “S” if they thought there were 11–20 dots in the array, “D” for 21–30 dots, “F” for 31–40 dots, “G” for 41–50 dots, “H” for 51–60 dots, “J” for 61–70 dots, “K” for 71–80 dots and “L” for 81–90 dots. Participants were asked to place their left index finger on “G” and right index finger on “H” and let every other finger fall on the keys that follow on either side. Eight rectangles corresponding to the response categories, “11–20”, “21–30”, etc. acted as response cues and were shown below the
stimulus on each trial. When a response was selected, the corresponding response cue was highlighted by making bold the outline of the rectangle, while the unselected response cues disappeared. The stimulus was replaced by the correct response in green font to indicate an accurate judgement, or in red font if participants produced an incorrect response. This feedback remained on-screen for 500 ms before a blank screen was shown for a duration corresponding to the chosen ITI for that trial, or block of trials, depending on the ITI manipulation condition. The fixation cross appeared again to signal the next trial.

Participants first completed a self-paced practice block of 40 trials (with an ITI of 0 ms). Practice trials were identical to the experimental trials, except that in the experimental trials participants were required to respond within 1700 ms, or they would receive “TOO SLOW” instead of the usual feedback. The emphasis on fast responding was used to encourage participants to make estimates as quickly as possible and not utilize higher-level strategic counting. Participants were also informed that stimuli from all categories would be presented an equal number of times to minimize any bias to overuse or underuse certain response categories.

Results

In order to remove responses that may have been contaminated by other processes such as strategic counting methods or pre-emptive button presses, trials were removed from the data if the corresponding response time was slower than 1700 ms or faster than 200 ms. This led to 1% of trials being eliminated. The first 3 trials of each block were removed so that only responses preceded by enough trials to be influenced by sequential effects were analysed. Finally, the three trials that followed a “too slow” message were also removed, since we provided no feedback on accuracy on such trials, and therefore may have disrupted sequential effects. Less than 2% of the data were removed due to slow responses.

Sequential effects in absolute identification are usually investigated using impulse plots. Figure 1 shows the average error on trial \( n \) on the y-axis, as a function of the number of trials, \( x \), before \( n \) on the x-axis. The separate lines in each plot represent the size of the stimuli presented on trial \( n - x \). Note that there are 4 lines instead of 8, because we averaged together adjacent responses, i.e., categories 11–20 and 21–30 were averaged together, 31–40 and 41–50 were averaged together, etc. Such averaging reduces the noise in the impulse plots (Matthews & Stewart, 2009a; Ward & Lockhead, 1970).

The leftmost set of points in each plot in Figure 1 reveals the size of the assimilation effect. Larger separation between these points is indicative of greater assimilation of responses to the stimulus from the previous trial. The centre and rightmost points in each plot show contrast to the stimuli presented on trials \( n - 2 \) and \( n - 3 \). The switch from assimilation to contrast is clear from the figure. For example, negative errors when the stimulus on trial \( n - 1 \) is small become positive errors on trial \( n - 2 \).

The top row of impulse plots are very similar, suggesting that there is relatively little influence of ITI on sequential effects when ITI was manipulated within blocks of trials. On the other hand, the plots in the bottom row suggest that there may be a reduction in the assimilation effect for stimuli on trial \( n - 1 \) when ITI was manipulated between blocks of trials. We now apply a Hierarchical Bayesian implementation of the regression analysis used in Matthews and Stewart (2009a) to determine whether the reduction is due to a decrease in the assimilation to the previous response, or an increase in contrast to the previous stimulus.

Regression analysis

Figure 2 contains a graphical model depiction of the regression model that was fit to the data from the within-block and between-block conditions (for more details on Bayesian statistics and graphical models for cognitive psychology, see Griffiths, Kemp, & Tenenbaum, 2008; Jordan, 2004; Lee, 2008; Lee & Wagenmakers, 2014; Shiffrin, Lee, Kim, & Wagenmakers, 2008). The model is identical to the linear regression model used by Matthews and Stewart (2009a) described earlier. However, the model also assumes that each
individual participant’s regression parameters come from a population of regression parameters that is normally distributed. We will focus our analysis on the mean of these hierarchical distributions (i.e., \( \alpha \)s and \( \beta \)s). Our inference will be on the parameters defining the difference between regression parameters across ITI conditions (i.e., \( \Delta \alpha \)s and \( \Delta \beta \)s).

Posterior distributions for all parameters were sampled using 6 Markov-chain Monte Carlo chains of 100,000 iterations, with a burn-in of 2000. We retained 1 in 50 iterations to remove the influence of autocorrelation within chains. This resulted in posterior distributions for each parameter based on 11,760 samples. Table 1 reports the median of the posterior distribution for the \( \alpha \) and \( \beta \) parameters.

Table 1 also contains the results of Savage-Dickey tests on the posteriors for the \( \Delta \alpha \) and \( \Delta \beta \) parameters (i.e., the difference between the 500 ms and 1000 ms, and 500 ms and 2200 ms ITI conditions; Wagenmakers, Lodewyckx, Kuriyal, & Grasman, 2010). This procedure compares the height of the posterior distribution at zero to the height of the prior distribution at zero. This ratio gives a measure of the likelihood of the data under the hypothesis that the parameter is not zero, relative to the likelihood that the parameter
is zero (i.e., the null hypothesis). Values greater than one suggest that the data are more likely under the alternative hypothesis than under the null hypothesis, while values less than one suggest that the null hypothesis is more likely. Since our Bayes factors are on the $\Delta \alpha$ and $\Delta \beta$ parameters, the null hypothesis is that there is no difference between the two ITI conditions, and the alternative hypothesis is that there is a difference between the two ITI conditions.

According to these analyses, the stimulus on trial $n - 1$ produced more contrast when ITI was longer, but only in the between-blocks condition, and only when the difference between ITI was largest. Figure 3 plots the posterior distributions for the $\Delta \alpha_1$ parameters (i.e., the difference between $\alpha_1$ in the 500 ms ITI condition and the 1000 ms and 2200 ms ITI conditions) for the within-block and between-blocks conditions. With the exception of the difference between 500 ms and 2200 ms ITI in the between-blocks condition, all posterior distributions have substantial mass at zero, reflecting a general lack of influence of ITI on contrast to the previous stimulus. The Bayes factors in Table 1 confirm this interpretation; the data from the within-block condition are 11 times (i.e., $1/0.09$) more likely under the null hypothesis, suggesting that there is no difference between $\alpha_1$ at ITIs of 500 ms and 2200 ms. Similarly, the difference between 500 ms and 1000 ms ITI conditions are 5 and 4 times more likely under the null hypothesis for the within-block and between-blocks conditions, respectively. It is only the difference between 500 ms and 2200 ms ITI conditions in the between-blocks condition that the data are more likely under the...
alternative hypothesis than the null hypothesis (Bayes factor is 2.73).

The stimulus presented on trial \( n - 2 \) also produced larger contrast when ITI was 2200 ms compared to when ITI was 500 ms, but again this was only for the between-blocks condition. Bayes factors suggested that the data in the within-block are between 11 and 13 times more likely under the null hypothesis of no difference between ITI conditions. The difference between 500 ms and 1000 ms ITI conditions in the between-blocks condition was 1.4 times more likely under the null hypothesis. It was only the difference between \( a_2 \) for 500 ms and 2200 ms ITI conditions in the between-blocks that provided evidence more likely under the alternative hypothesis (approximately twice as likely as the null).

The difference between assimilation to prior responses for different ITI conditions was never more likely under the alternative hypothesis, and most often provided considerable evidence for the null hypothesis. For example, assimilation to the response on trial \( n - 1 \) was never influenced by ITI (the data were at least 8 times as likely under the null hypothesis in all comparisons).

### Table 1. Median posterior samples for regression coefficients estimating the effect of stimuli on trials \( n, n - 1, \) and \( n - 2 \) and responses on trial \( n - 1 \) and \( n - 2 \) on the response made on trial \( n \) in Experiment 1

<table>
<thead>
<tr>
<th>ITI</th>
<th>Predictor</th>
<th>500 ms</th>
<th>1000 ms</th>
<th>2200 ms</th>
<th>1000 ms</th>
<th>500 ms</th>
<th>2200 ms</th>
<th>500 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Within-Block</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( s_n )</td>
<td>.887</td>
<td>.884</td>
<td>.871</td>
<td>.05</td>
<td>.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( s_{n-1} )</td>
<td>.016</td>
<td>-.01</td>
<td>.014</td>
<td>.20</td>
<td>.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( s_{n-2} )</td>
<td>-.048</td>
<td>-.062</td>
<td>-.045</td>
<td>.11</td>
<td>.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( R_{n-1} )</td>
<td>.063</td>
<td>.077</td>
<td>.057</td>
<td>.11</td>
<td>.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( R_{n-2} )</td>
<td>.029</td>
<td>.045</td>
<td>.022</td>
<td>.11</td>
<td>.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between-Blocks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( s_n )</td>
<td>.862</td>
<td>.877</td>
<td>.887</td>
<td>.05</td>
<td>.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( s_{n-1} )</td>
<td>.027</td>
<td>.003</td>
<td>-.036</td>
<td>.24</td>
<td>2.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( s_{n-2} )</td>
<td>-.016</td>
<td>-.064</td>
<td>-.077</td>
<td>.74</td>
<td>2.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( R_{n-1} )</td>
<td>.088</td>
<td>.076</td>
<td>.088</td>
<td>.12</td>
<td>.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( R_{n-2} )</td>
<td>-.001</td>
<td>.033</td>
<td>.050</td>
<td>.29</td>
<td>.93</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Savage-Dickey Bayes factors (BF) are given for the difference between the 500 ms and 1000 ms ITI conditions, and the 500 and 2200 ms ITI conditions. BFs greater than 1 reflect evidence for the hypothesis that there is a difference between the two ITI conditions. BFs less than 1 reflect evidence in favour of the null hypothesis that there is no difference between the two ITI conditions.

### Discussion

When ITI was manipulated between blocks, our pattern of sequential effects was in line with those from Matthews and Stewart (2009a). We found that assimilation was unaffected by ITI, while contrast to stimuli from trials \( n - 1 \) and \( n - 2 \) increased when ITI increased from 500 ms to 2200 ms. However, when ITI varied from trial to trial it had no effect on sequential effects. Unlike Matthews and Stewart, we failed to see an increase in contrast to prior stimuli when ITI was longer.

The lack of an impact of ITI in our within-block condition is at odds with Matthews and Stewart’s (2009a) Experiment 2, where contrast to prior stimuli increased with ITI, even when it changed from trial to trial. One possible reason for this discrepancy may lie in the ITI values used. Matthews & Stewart (2009a) used a short ITI of 500 ms, and a long ITI of 5 seconds. This long ITI is considerably longer than our largest ITI, 2200 ms. It seems possible that an ITI of 5 seconds is functionally equivalent to blocking ITIs. That is, with ITI being either 500 ms or 5500 ms, participants are
quickly able to determine whether they are going to have a short or a long break between trials, and make any strategic adjustments to their behaviour that they so desire. This seems more difficult when ITI only varies from 500 ms to 2200 ms, since by the time one can realize there is a longer break between trials, the next trial is about to start.\footnote{It is also possible that the stimuli, which were different in our experiments, are the cause of the difference between the two results. Our initial replication of the two experiments was so similar that we doubt this possibility, but future empirical work is needed.}

Since the results of our within-block condition were not consistent with those in Matthews and Stewart (2009a), it is prudent to see if our result can be replicated. Further, the Bayes factors we observed provided only weak evidence of any difference between contrast effects across the ITI conditions (a Bayes factor of 2.7 would be barely worth a mention according to Jeffreys 1961). As such, we carried out an experiment designed to replicate the results from Experiment 1 in a purely within-subjects design. In particular, we aimed to replicate the null effect of ITI when

Figure 3. Posterior distributions for the difference in $\alpha_1$ between 500 ms and 1000 ms ITI conditions (left column) and between 500 ms and 2200 ms conditions (right column) for the within-block (top row) and between-blocks (bottom row) conditions in Experiment 1. The grey horizontal line represents the height of the prior distribution for the difference in $\alpha_1$. The relative heights of the posterior and prior distributions at the vertical dotted line (at zero) reflect the Bayes factors given in Table 1.
manipulated within blocks of trials, and show that contrast to previous stimuli increases with ITI when manipulated between blocks of trials.

EXPERIMENT 2

Method

A total of 40 first-year psychology students at the University of New South Wales participated in exchange for course credit. The procedure for individual trials and the stimuli were identical to that in Experiment 1. However, the design was different in a number of ways. First, ITI was either 0 ms or 2000 ms. Second, participants completed a total of 4 blocks of 80 trials. In 2 blocks ITI varied randomly from trial to trial (with the restriction that there were 40 trials of each ITI per block), while in the other 2 blocks ITI remained constant at either 0 ms or 2000 ms for the entire block. The order of the blocks were counterbalanced, such that half of the participants first completed the two blocks of within-block manipulation of ITI, and the other half first completed the two blocks of the between-blocks ITI condition. Of those participants, when doing the between-blocks condition, half completed the 2000 ms ITI block first and the other half completed the 0 ms ITI block first.

Results

Data censoring was done as per Experiment 1 (5% of the data were removed in total). Figure 4 contains impulse plots for each of the ITI conditions for the within-block and between-blocks conditions. The empirical data appear to replicate the results of Experiment 1. The data look very similar to that of Figure 1, showing the characteristic assimilation to stimuli on trial \( n - 1 \) and contrast to stimuli on earlier trials. Also, we see that the size of the assimilation effect does not appear to decrease from the 0 ms to 2000 ms ITI condition when ITI was manipulated within blocks. On the other hand, the assimilation effect does decrease with ITI in the between-blocks condition. We now confirm the reliability of this replication using the same regression analysis as in Experiment 1.

Regression Analysis

The regression model fitted to the data from Experiment 2 was identical to that in Experiment 1, except that there were only two ITI conditions. Posterior distributions were sampled in the same way as for Experiment 1. Table 2 contains the median posterior samples for each of the \( \alpha \) and \( \beta \) parameters of the regression. The table also contains Bayes factors calculated using the Savage-Dickey procedure, again testing whether regression parameters differed between the two ITI conditions.

Figure 5 shows the posterior distribution of \( \Delta \alpha_1 \) (the difference between \( \alpha_1 \) at 0 ms and 2000 ms conditions) for the within-block condition (top panel) and the between-blocks condition (bottom panel). The posteriors here are similar to those in Figure 3, where the within-block condition shows relatively little evidence for a difference between ITI conditions, while the between-blocks condition shows more reliable evidence for a difference. The Savage-Dickey test reveals that the data in the within-block condition are 7.7 times more likely under the null hypothesis of no effect of ITI on \( \alpha_1 \), while the data in the between-blocks condition are 6.98 times more likely under the hypothesis that there is a difference between \( \alpha_1 \) for 0 ms and 2000 ms ITI conditions. However, inconsistent with Experiment 1, the difference between \( \alpha_2 \) in the 0 ms and 2000 ms ITI conditions was deemed about 4 times more likely under the null hypothesis in both the between-blocks and within-block conditions.

---

1 A standard 2 (between-blocks vs. within-block) x 2 (0 ms vs. 2000 ms ITI) ANOVA analysis on the \( \alpha_1 \) regression coefficients also indicates a significant interaction, \( F(1,38) = 4.38, p = .043 \). However, whether or not \( p < .05 \) is conditional on the removal of an outlying participant. We prefer the Hierarchical Bayesian approach, as the hierarchical structure provides a more elegant means of dealing with this atypical participant. The one-step nature of the Bayesian regression also takes into account uncertainty in our estimates of \( \alpha_1 \) parameters, unlike the two-step regression and then ANOVA analysis.
Discussion

Experiment 2 successfully replicated two of the three major results in Experiment 1. First, we continued to observe evidence for no influence of ITI on sequential effects when it was manipulated within blocks of trials. Second, we observed an increase in the contrast to stimuli presented on trial $n - 1$ when ITI was longer and manipulated between blocks. However, we failed to replicate the increase in contrast to stimuli presented on trial $n - 2$ when ITI was manipulated between blocks.

Since Bayes factors are dependent on prior distributions, one may wonder whether the lack of replication of the effect of ITI on contrast to the stimulus presented on trial $n - 2$ may be because of the particular prior we chose to use. First, we...
used the same priors for Experiment 2 as for Experiment 1, as we did not want any reported replication to be more likely simply because of our choice of prior. Second, in order for the data in Experiment 2 to provide evidence against the null hypothesis, we would have had to assume a prior distribution that was as narrow as the posterior distribution itself. In other words, our data provided little evidence of an effect of ITI on the contrast produced by the stimulus presented on trial \( n - 2 \).

On the more general issue of the choice of prior, we first note that we used a prior distribution on the effect of ITI on regression coefficients that was relatively uninformative. In particular, across the five experiments reported in Matthews and Stewart (2009a) and here, the change in coefficients across ITI conditions was essentially uniformly distributed from \(-0.05\) to 0.11. The prior distribution we used was a uniform distribution from \(-0.3\) to 0.3. As such, we granted our alternative hypothesis more flexibility than it required to account for the data, and as such, we only provide support for the alternative hypothesis when the effect of ITI is relatively large. If we instead use a more informative prior such as a uniform distribution from \(-0.1\) to 0.1, then Bayes factors shift towards support for the alternative hypothesis, ranging from 0.33 to 21 (where the Bayes Factors in the original analysis vary from 0.11 to 6.98).

### Table 2. Median posterior samples for regression coefficients estimating the effect of stimuli on trials \( n \), \( n - 1 \), and \( n - 2 \) and responses on trial \( n - 1 \) and \( n - 2 \) on the response made on trial \( n \) in Experiment 2

<table>
<thead>
<tr>
<th>ITI</th>
<th>Predictor</th>
<th>0 ms</th>
<th>2000 ms</th>
<th>Difference 2000 ms − 0 ms</th>
<th>BF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Within-Block</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_n )</td>
<td>.864</td>
<td>.898</td>
<td></td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>( S_{n-1} )</td>
<td>-.012</td>
<td>-.026</td>
<td></td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>( S_{n-2} )</td>
<td>-.049</td>
<td>-.055</td>
<td></td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>( R_{n-1} )</td>
<td>.083</td>
<td>.133</td>
<td></td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>( R_{n-2} )</td>
<td>.019</td>
<td>.019</td>
<td></td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Between-Blocks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_n )</td>
<td>.883</td>
<td>.910</td>
<td></td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>( S_{n-1} )</td>
<td>.033</td>
<td>-.043</td>
<td></td>
<td>6.98</td>
<td></td>
</tr>
<tr>
<td>( S_{n-2} )</td>
<td>-.004</td>
<td>-.037</td>
<td></td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>( R_{n-1} )</td>
<td>.099</td>
<td>.108</td>
<td></td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>( R_{n-2} )</td>
<td>-.009</td>
<td>.001</td>
<td></td>
<td>0.12</td>
<td></td>
</tr>
</tbody>
</table>

Note: Savage-Dickey Bayes factors (BF) are given for the difference between the 0 ms and 2000 ms ITI conditions.

### General Discussion

The effect of ITI on sequential effects has proved useful for discriminating between models of absolute identification. Matthews and Stewart (2009a) found that contrast to prior stimuli was larger when ITI was longer. Our follow-up studies showed that this effect only occurs when ITI was consistent for a block of trials. As Matthews and Stewart (2009a) explained, the selective attention mechanism in SAMBA provides a natural account of the increase in contrast with ITI. More time between trials permits more rehearsal activity to be redirected to the location of the stimulus on trial \( n - 1 \), and so increases the bias away from the previous stimulus. Our results suggest that this redirection of rehearsal activity does not occur when ITI varies from trial to trial. One consequence of having ITI vary from trial to trial is that participants must remain vigilant in anticipation of the next stimulus. Perhaps this constant monitoring prevents the use of additional time between trials to redirect rehearsal activity to the previous stimulus. As such, participants can only use the extra time in longer ITI conditions to redirect activity to the \( n - 1 \) stimulus when ITI is predictable.

If ITI needs to be predictable to have an effect, then this may imply that the redirection of rehearsal activity requires attentional resources, or places demand on a central attentional bottleneck. Future experiments might test this hypothesis by having the ITI be predictable between trials, but filled with a distractor task designed to use attentional resources and thus interrupt the redirection of rehearsal activity. Without the opportunity for rehearsal, SAMBA would predict that we would see no increase in contrast with ITI.
The most reliable result across both our and Matthews and Stewart’s (2009a) study is that the assimilation to the response made on the previous trial, $\alpha_1$, is not influenced by ITI. This result is surprising, as it runs counter to most existing models of the assimilation effect. For example, the passive decay process in SAMBA predicts that assimilation to the previous response should decrease with increased ITI. One possible explanation for a lack of effect of ITI on assimilation is that activity in response accumulators does not decay with time. However, if activity does not decrease with time, then accumulators would begin each trial with the same activity as they had at the end of the previous trial. As such, the accumulator that reached threshold on the previous trial would begin the current trial “at threshold”, and thus the same response would be made on all subsequent trials. Instead, our results suggest the need for an alternative explanation of assimilation.

One way that assimilation could be produced is to assume that participants adjust the amount of evidence required to make a response on trial $n$ based on the response made on trial $n - 1$. That is, participants might use adjustments to response thresholds to bias their responses to be like those made on the previous trial. It is important to assume that the degree to which thresholds are adjusted is proportional to the distance from the previous response, as simply reducing the threshold for only the previous response does not produce the gradual assimilation effect observed in data (see Stewart et al., 2005 for a discussion of the problem with this type of explanation of assimilation). Further, we must assume that any adjustments to thresholds made by a participant do not change with time, so as to prevent this alternative explanation from predicting an effect of ITI on assimilation.

One attractive benefit of assuming that assimilation is a result of threshold adjustments is that, in terms of implementation, it is very similar to the existing passive decay mechanism in the SAMBA model. The passive decay process produced assimilation because response accumulators with a lot of activity at the end of trial $n - 1$ had more starting activity at the beginning of trial $n$. A larger starting activity means that those accumulators require less evidence in order to reach threshold. In the threshold-based process we propose, it is assumed that starting activity is equal for all responses, but that participants adjust the amount of evidence required on the current trial. These two assumptions are functionally equivalent, which means that it is not necessary to refit SAMBA to existing data using the new assimilation mechanism. That is, this new assumption must work, in principle, because passive decay worked (except, of course, when it came to the effect of ITI).

Figure 5. Posterior distributions for the difference in $\alpha_1$ between 0 ms and 2000 ms ITI conditions for the within-block (top row) and between-blocks (bottom row) conditions in Experiment 2. The grey horizontal line represents the height of the prior distribution for the difference in $\alpha_1$. The relative heights of the posterior and prior distributions at the vertical dotted line (at zero) reflect the Bayes factors given in Table 2.
This is not the first time that adjustment of response thresholds have been proposed to change. Thresholds have been assumed to change to produce systematic response bias (Van Ravenzwaaij, Mulder, Tuerlinckx, & Wagenmakers, 2012; White, Mumford, & Poldrack, 2012), or even throughout the course of a trial to ensure response termination (Luce, 1986; Viviani, 1979). An explanation of assimilation through threshold adjustment must assume that participants are able to quickly adjust their thresholds in response to their response on trial n−1. In our experiment, the smallest amount of time between the response on trial n−1 and the stimulus presentation on trial n was 1 second (500 ms of feedback + 0 ms ITI + 500 ms of fixation).

Such rapid adjustments to response thresholds are atypical in standard decision-making models (e.g., Brown & Heathcote, 2008; Donkin, Brown, & Heathcote, 2011; Ratcliff & Rouder, 1998), because it is typically assumed that participants are unable to adjust response thresholds in response to some aspect of the current stimulus (but see King, Donkin, Korb, & Egner, 2012 for an exception). Such on-the-fly adjustment of thresholds may be more difficult because the decision-making process has already begun. Here, we propose that participants adjust their thresholds based on their own response (and so need no external cue to do so), and make these adjustments while the decision-making process is no longer underway.

One implication of this alternative theory for assimilation is that we should continue to observe an assimilation to previous responses even in the absence of feedback. Existing empirical data suggests that the influence of the previous response increases when participants are not given feedback (e.g., Mori & Ward, 1995). As such, we may have to further assume that the adjustments made after each trial are larger when participants are not told what the correct response was for that given trial. Interestingly, Mori and Ward (1995) also observed a large increase in contrast to the stimulus presented on trial n−1 in the absence of feedback, similar to the increase we observed due to increasing ITI. Future work in which both ITI and feedback were manipulated should provide a strong challenge for explaining contrast in absolute identification.

Finally, we highlight two particular benefits of using the Hierarchical Bayesian regression model. First, Bayesian statistics allowed us to argue in favour of the null hypothesis that there is no influence of ITI on assimilation to the previous response. This is important, as no existing model of assimilation predicted a null effect of ITI on assimilation. Second, assuming a hierarchical distribution for population parameters made our analysis robust to outliers. In Experiment 2, one participant’s behaviour was unlike everyone else, largely because they were faster and more error prone. Interestingly, when the data were fit with a least squares regression and the resultant parameter estimates were analysed with standard null-hypothesis ANOVAs, whether the p-value for the interaction between ITI and within-block or between-blocks manipulation was less than .05 depended on the inclusion of this atypical participant. When they were excluded, the p-value was below .05, and when they were not excluded, the p-value was around .1. Assuming a hierarchical structure on the regression analysis meant that this participant’s regression parameters underwent “shrinkage” towards the mean, and their inclusion had relatively little influence on inference made using Bayes factors. Overall, inference based on the Hierarchical Bayesian regression model account led to more robust inference from our data.
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